Incremental backups with rsnapshot
A HOWTO guide for the QNAP TS-453D, and probably most others
Summary
rsnapshot is a file system backup utility based on rsync. Using rsnapshot is possible to take snapshots of your file system(s) at different points in time. Using hard links, rsnapshot creates the illusion of multiple full backups, while only taking up the space of one full backup plus changes. When coupled with SSH, it is possible to securely take snapshots of remote file systems as well1.
This document describes how to set up rsnapshot on the QNAP TS-453D NAS box with a view to schedule a nested and rotating series of incremental backups (but I imagine that it would work on most other models). For example, you could schedule:
· Hourly incremental backups, for the past 24 hours.
· Daily incremental backups, for the past 7 days.
· Weekly incremental backups, for the past 4 weeks.
· Monthly incremental backups, for the past 3 months.
Disclaimer and warning
When you install third-party software on your QNAP or any other computer, you are inherently trusting its authors. I do not know the authors of any of the software mentioned in this guide and make no warranty about their intentions or purity of spirit or, for that matter, the fitness for purpose of their software. Use it at your own risk. And make backup of your data before you start.
Why rsnapshot is so efficient: Hard links
Hard links are kind of like references to a file (go lookup inodes if you want a more accurate explanation). If you make additional hard links to a file you are just creating additional pointers to it. You can access, modify and copy the file through any hard link that points to it. However, deleting a hard link does not delete the file its points to unless it is the last remaining link to it. To put it another way, a file is not deleted from disk until the number of hard links pointing at it drops to zero.
So why should we care? Disk space! If we made a full physical copy of our file system each time we took a snapshot we would run out of disk space very quickly. It is more efficient to make a copy of the directory structure using hard links instead. Our snapshot will simply consist of links to the files already stored on the backup disk, plus full copies of any files that are new or have changed.
When files are deleted, they will (of course) not appear in the next snapshot. However, they will still be available from older snapshots that contain hard links to them. If rsnapshot finds that some files have been modified, it will delink them and drop the new version into the next snapshot – but the older versions of the same files will still be available from older snapshots. So rsnapshot will give you a good time series of backups.
Requirements
You will need to install:
· Entware. This gives you access to a third-party package manager that you can use to automatically download and install additional software packages onto your NAS.
· rsnapshot. This is a filesystem snapshot utility that you can install with Entware.
Procedure
1. Install Entware
Entware uses the OPKG package manager, allowing you to download and install various software packages on your NAS box. It’s not available in the QNAP App Center anymore (anyone know why?), so you have to install it manually. Please refer to the Entware Wiki for the download link and installation instructions.
https://github.com/Entware/Entware/wiki/Install-on-QNAP-NAS
Basically, you have to:
· Download Entware-std package from the link above.
· In the QNAP admin interface go to System tools => App Center.
· Click on the ‘+’ (install manually) button, select the package and hit install. Some warnings will be displayed; have a think about them because they are indeed serious and decide for yourself if you want to proceed.
Now you can retrieve a list of available software packages from a ‘feed’ somewhere on the internet. To make Entware retrieve the list, login to your NAS by SSH (Windows people can use the Ubuntu App from the Microsoft Store, or Putty), and type:
opkg update
To see the list of software packages available for installation type:
opkg list
Or if you just want to see packages related to rsnapshot, you could type:
opkg list | grep rsnapshot
2. Install rsnapshot
To download and install the rsnapshot package (and its dependencies), type:
opkg install rsnapshot
2a. [Optional]: Install the nano editor
While you are at it, you might as well install a more user-friendly text editor like nano:
opkg install nano
I’m going to stick to use of ‘nano’ in this post, but you can use the ‘vi’ editor instead if you prefer, which has the advantage of being installed on the QNAP by default.
3. Configure your backup jobs in rsnapshot.conf
You are now ready to set up your backup jobs. Basically, rsnapshot is controlled by a single configuration file, rsnapshot.conf, which you will find in the /opt/etc directory. This file governs:
· What directories are backed up (the source). You can backup directories from multiple remote machines if you want to. You can also have rsnapshot run scripts to backup databases etc.
· Where the snapshots are saved (the destination).
· How many snapshots (versions) of the source file systems you want to keep, and at what level. These used to be called ‘hourly’, ‘daily’, ‘weekly’, and ‘monthly’, but have been renamed with the less prescriptive names ‘alpha’, ‘beta’, ‘gamma’ and ‘delta’.
For instructions on how to configure this file (and set up your backup jobs), download the excellent rsnapshot HOWTO1 guide which you will find bundled with this one.
It is IMPORTANT that you READ the [official] rsnapshot HOWTO guide THOROUGHLY, from section 4 (configuration) onwards, otherwise you are most certainly going to mess this up. The best way is to open rsnapshot.conf in your editor and carefully check each item as you read through the HOWTO one item at a time. To open the configuration file, type:
nano /opt/etc/rsnapshot.conf
Or if you insist on using the default editor, vi, you would type:
vi /opt/etc/rsnapshot.conf
There are a couple of configuration options that you might want to set, depending on your own circumstances:
· snapshot_root: All the snapshots will be saved within the path you specify here. Maybe you would like to put them in a particular location?
· cmd_ssh: Path to your SSH binary. Check that it matches the path on your QNAP box by typing which ssh; I had to adjust this to /usr/bin/ssh on mine.
· ssh_args: If you have multiple target machines running SSH on a non-standard port, you can specify it here eg. -p 12345 but you can also specify ports on a per-machine basis in the backup points section of the rsnapshot.conf.
3a. Testing your rsnapshot.conf configuration file
rsnapshot provides an easy way to check that your configuration file doesn’t contain any syntax errors. Simply type:
rsnapshot configtest
If all is well, it will say ‘syntax ok’. If there is a problem, it will spit errors at you. If you get errors, check that you have separated items in the file using tabs (spaces are not allowed in the configuration file).
4. Schedule (automate) your backup jobs in crontab
Section 5 of the [official] rsnapshot HOWTO provides instructions on how to set cron jobs to run your backups automatically.
Do not edit your crontab in the usual way or your changes will be overwritten on reboot. Please refer to the QNAP Wiki: https://wiki.qnap.com/wiki/Add_items_to_crontab 
Append your desired cron jobs, as discussed in the rsnapshot HOWTO. Note that it is important to make sure your higher-level backups run before the lower ones. As an example, I’m using:
0 */4 * * * /opt/bin/rsnapshot alpha
30 23 * * * /opt/bin/rsnapshot beta
30 22 * * 0 /opt/bin/rsnapshot gamma
30 21 1 * * /opt/bin/rsnapshot delta
In my case, I take one snapshot every four hours over the last day (ie. six alpha snapshots), one daily snapshot for past week (ie. 7 beta snapshots), one weekly snapshot for the last month (ie. 4 gamma snapshots), and one monthly snapshot for last three months (3 delta snapshots). As each new snapshot is made, the rest are rotated and the oldest one deleted.
5. Enabling key-based authentication
To automate rsnapshot, you also need to set up key-based authentication over SSH on the remote machines that you want to backup, so that they can be accessed without need for a password login. And you need to make sure this arrangement survives a reboot. Do not be discouraged! It's easy.
Basically, you need to copy the public SSH key from your backup NAS (the machine running rsnapshot, where all the backups will be pulled to) into the authorized_keys file on the target machine(s) that you want to backup. The best way to do this depends on what kind of machine you are trying to backup:
Linux machines
There are many guides on the internet, if you don’t like this one:
https://www.cyberciti.biz/faq/ubuntu-18-04-setup-ssh-public-key-authentication/ 
Other QNAP NAS
There are a couple of non-standard steps to ensure that authorised keys survive a reboot. Please see the following guide2:
https://wiki.qnap.com/wiki/SSH:_How_To_Set_Up_Authorized_Keys 
Webservers
Webhosting accounts with cPanel or similar usually have an admin interface where you can just paste in public keys of authorised machines. There may be restrictions on minimum key length or algorithm; RSA is usually a safe (if not the best) choice.
6. Testing that it all works, and some troubleshooting
Type rsnapshot alpha to manually run a rsnapshot job. If all is well, your NAS will start copying the file structure from the target directories into the destination that you specified. It is best to just run this test on a *small* target directory first (rather than hundreds of gigs of data) so you don’t have to wait ages to confirm the result! You can also run it several times and see how the alpha.0, alpha.1, alpha.2 etc. snapshots build up in your destination directory. Also notice that subsequent runs of rsnapshot are very fast compared to the initial run, because only changes are being copied across.
Once you have that working, reboot your NAS (both the target and backup machines) and manually run a rsnapshot alpha job again. This is to make sure that all your changes can survive the reboot process. If they don’t, you may need to go over the key-based authentication and rsnapshot configuration steps again, depending on the error message you observe, to make sure you have them right.
Be warned that the first run of rsnapshot will take *ages* if you have a lot of data as it needs to physically copy all the files, although subsequent runs are very fast if you don’t have too many files to update. The first run of rsnapshot also puts a heavy load on the processor, so don’t do it while your system is busy with other things. You can observe load average by running the ‘top’ tool in another shell.
7. Congratulations, you're finished
That’s it. Now just keep an eye on the rsnapshot logs (see below) and your backup directory over the next day / week / month to make sure it is working and that your backups are successfully being pulled from the remote target server(s) and rotating.
8. Monitoring rsnapshot
Monitoring and testing is an essential part of any backup procedure. There’s nothing worse than finding out that your backup hasn’t been working for six months on the day that your system crashes. rsnapshot has a logfile that records warnings and error messages. You can find/open it here:
nano /opt/var/log/rsnapshot
Make *sure* you inspect it regularly to make sure your backup jobs are running smoothly. If there are problems, they will be recorded here. You can increase or decrease the level of logging detail in the configuration file if you need to, rsnapshot.conf. See the official HOWTO for more information.
Enjoy!
Crushdepth.
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